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Motivation: How we handle data now?
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Motivation: Visualization of the structural information
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Motivation: What’s Next?

It looks cool, but:

How to make machines represent, interpret and leverage structured

information effectively?

5 / 36



Problem definition

How to encode structural information of a network into a machine

learning problem?

Whether the structural enhanced feature space improve classification

performance?

Knowledge graph embedding compares with homogenous network

embedding in feature encoding?

We use a traffic network where spatial information is naturally present.
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Methodology: The I.I.D (Independent Identical

Distribution) Assumption

Models Rows/Observations Columns/Features

Logistic Regression Assume independent Assume independent

Naı̈ve Bayes Assume independent Assume independent

SVM Assume independent Assume independent

DT/RF Assume independent Assume independent

kNN No assumption No assumption

Liu et al, IJCNN 2014
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Methodology: Graph

A simple graph

Nodes are of the same type.

Edges can be directed or weighted.

https://web.stanford.edu/class/cs520/2020/notes/What is a Knowledge Graph.html
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Methodology: Knowledge Graph (KG)

A simple knowledge graph

Nodes and edges all have types.

Ontology required.

https://web.stanford.edu/class/cs520/2020/notes/What is a Knowledge Graph.html

9 / 36



Methodology: Graph and Knowledge Graph

Embedding Workflow
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Methodology: Graph Embedding with Node2vec

node2vec embedding process

Biased random walk, which explores neighborhoods in BFS as well as

DFS fashion, generate sequences as input.

Capture homophily and structural equivalence.

https://snap.stanford.edu/node2vec/
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Methodology: Knowledge Graph Embedding with

TransE

h + r = t

https://en.wikipedia.org/wiki/Knowledge graph embedding
Bordes et al, Advances in Neural Information Processing Systems, 2013
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Methodology: How we handle spatial datasets?

1 Graph and Knowledge Graph Construction: A road network graph and

a traffic knowledge graph.

2 Representation learning: Compute the embeddings by node2vec,

TransE respectively.

3 Machine Learning Tasks: Use embeddings as input, apply SVM, kNN

and RF.
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Dataset

The road network is composed of 2287 road segments, for each road

segment, we selected the following 8 features:

a unique asset id to identify road segments

speed limit, eg: 40km/h, 50km/h, 60km/h

difference between speed limit and 85th %ile speed

average daily AM peak hour traffic volume

average daily PM peak hour traffic volume

total number of rear end hit accidents since 2016

total number of crashes since 2016

total number of casualties since 2016

1 for asset management, 2 for speed, 2 for volume, 3 for risk
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Dataset: Overview

City	of	Mitcham	Road	Segments	Raw	Risk	Labels

High

Medium

None

No	Road	Segment	Data
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Graph and Knowledge Graph Construction

1 Graph and Knowledge Graph Construction: A road network graph and

a traffic knowledge graph.

2 Representation learning: Compute the embeddings by node2vec,

TransE respectively.

3 Machine Learning Tasks: Use embeddings as input, apply SVM, kNN

and RF.
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Graph and Knowledge Graph Construction (cont.)

With the help of Neo4j1, we build a simple road network graph, which contains

the following:

Name Type Comments Numbers

RoadSegment Node Use asset id to distinguish nodes 2287

Link Edge Link connected RoadSegment 3772

To build a knowledge graph upon this:

Keep the road segment nodes.

Discrete attributes to obtain nodes for speed/volume/risk.

1https://neo4j.com/
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Graph and Knowledge Graph Construction (cont.)

Same, with Neo4j, the summary of traffic knowledge graph we built as

following:

Name Type Explain Numbers

RoadSegment Node Use ASSET ID to distinguish nodes 2287

FatalRisk Node Enumerate, H/M/N, stands for risk level 3

RearEndHit Node RearEndHit occurred 1

OverSpeed Node Enumerate, O1/O2/O3/O4/O5 5

SlowSpeed Node Enumerate, L1/L2/L3/L4/L5 5

SpeedLimit Node Enumerate, 15/25/40/50/60/70 (km/h) 6

AMVolume Node Enumerate, H/M/L/N 4

PMVolume Node Enumerate, H/M/L/N 4

LinkWith Edge Link connected RoadSegment 1086

IntersectionWith Edge The link between roadsegments is intersection 2686

HasFatalRisk Edge Link RoadSegment with FatalRisk nodes 2287

HasRearEndHit Edge Link RearEndHit with RoadSegment 117

HasOverSpeed Edge Link OverSpeed nodes with RoadSegment 423

HasSlowSpeed Edge Link SlowSpeed nodes with RoadSegment 548

HasSpeedLimit Edge Link SpeedLimit nodes with RoadSegment 2287

HasAMVolume Edge Link AMVolume nodes with RoadSegment 974

HasPMVolume Edge Link PMVolume nodes with RoadSegment 974
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Graph and Knowledge Graph Construction (cont.)
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Representation Learning

1 Graph and Knowledge Graph Construction: A road network graph and

a traffic knowledge graph.

2 Representation learning: Compute the embeddings by node2vec,

TransE respectively.

3 Machine Learning Tasks: Use embeddings as input, apply SVM, kNN

and RF.
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Representation Learning: Summary of Results

Using NetworkX 2, node2vec3, pykg2vec4, we managed to train and compute

the embeddings for both the traffic knowledge graph and the road network

graph.

a 50-dimensions vector for each road segment in the road network graph

via node2vec.

a 58-dimensions vector for each road segment in the traffic KG via

TransE.

2https://networkx.org/
3https://snap.stanford.edu/node2vec/
4https://pykg2vec.readthedocs.io/
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Machine Learning Tasks (cont.)

1 Graph and Knowledge Graph Construction: A road network graph and

a traffic knowledge graph.

2 Representation learning: Compute the embeddings by node2vec,

TransE respectively.

3 Machine Learning Tasks: Use embeddings as input, apply SVM, kNN

and RF.
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Machine Learning Tasks (cont.)

For our classification task, our target variable is the risk level.

We used SVM, kNN and RF to train the classification models.

For traditional models, we have 5 input features: speed limit, difference

between speed limit and 85th %ile, AM peak volume, PM peak volume,

rear end hit number.

Only 969 road segments without any missing features, having all the 5

features.

1316 have no speed data, and 1313 have no traffic volume data, due to

traffic survey limitation.
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Machine Learning Tasks: Input sets for models

We want to see the performance differences when we feed different input sets

into models.

Input Reference ID

five features traditional biased/unbiased

50-dim vectors (node2vec) node2vec alone

50-dim vectors (node2vec) + five features node2vec with features

58-dim vectors (TransE) transe alone

58-dim vectors (TransE) + five features transe with features
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Machine Learning Tasks: Oversampling for highly

imbalanced data

H M N
0

100

200
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600

Imbalanced risk level distribution
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Results: Risk classification
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Results: Risk classification
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Results: Risk classification confusion matrix
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Results: Risk classification

Predicted	risk	level
High

Medium

Low

No	Road	Segment	data

Risk	of	Road	Segments	in	City	of	Mitcham	Prediction
(Node2Vec	+	KNN)

Map visualisation of road segments risk levels predicted by node2vec + kNN
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Results: Risk classification

City	of	Mitcham	Road	Segments	Raw	Risk	Labels

High

Medium

None

No	Road	Segment	Data

City of Mitcham raw risk level labels
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Results: Speed classification
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Results: AM Volume classification

traditional_unbiased node2vec_alone node2vec_with_features transe_alone transe_with_features
Models

0.0

0.2

0.4

0.6

0.8

1.0

Te
st

 d
at

as
et

 A
cc

ur
ac

y

0.70

0.86 0.88 0.87
0.84

0.43

0.90
0.92 0.93 0.94

0.68

0.90 0.90

0.96 0.95

AM Volume Classification Accuracy on test dataset
KNN
SVM
RF

32 / 36



Conclusion: Traffic

Speed, volume and accidents are seem to be mainly determined by the

road network structure.

Road networks are not the whole story, with help of traffic knowledge

graphs, classification accuracy can further improve.

node2vec alone and transe alone models can handle missing data
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Conclusion: Spatial datasets

Represent information with graphs or knowledge graphs, can encode

structural information. Furthermore, it can handle missing data problem.

Effective use of the spatial information in the dataset can effectively

improve the accuracy of the classification tasks.

Knowledge graph embeddings can preseve more information, so perform

slightly better than homogenous network embeddings.

Graph and Knowledge Graph embeddings perform well for Non-I.I.D Data

feature extraction.
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Future work

Traffic related

Apply on additional traffic related datasets to validate findings.

Build more complex traffic knowledge graphs, evaluate the performance.

Spatial datasets related

Build more diverse spatial knowledge graphs.

Apply knowledge graph embedding models other than TransE.

Other

Make use of the edge embeddings.

Explore how to represent and interpretate temporal information.
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Q & A

THANK YOU

Q & A
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